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The QC Criteria Table for TO-15 SIM incorporated into the Report had the cells shifted and should read:

	Parameter
	EAS Criteria

	Initial Calibration  
	5pt points minimum

Relative Standard Deviation (RSD)

< 30% for TO-14 Compounds

< 40% for other compounds

1,2,4-Trichlorobenzene, napthalene, and hexachlorobutadiene can be up to 80%

4 Compounds can exceed criteria by 10%

	Calibration Check Sample (CCS)
	Every 12 months

Same Percent RSD as Initial Calibration

	Continuing Calibration Verification (CCV)
	Same Percent RSD as Initial Calibration


The TO-15 SIM method and target list was used for a series of samples analyzed by EAS during this time period.  There was a passing Initial Calibration curve when the series was started, so that the samples were run with an initial calibration.  During the analysis of samples, a few of the compounds drifted out of calibration, probably because of the slow accumulation of water vapor in the traps of the concentrator.  In order to meet the holding time requirements of the method, EAS continued with the sample analysis.  After the sample analysis was complete, a new calibration curve was run.  The daily CCV standards were checked against this new curve to verify the calibration.

Subsequent review of the calibration data indicated that the slow accumulation of water vapor on the concentrator traps caused some of the compounds to have RPD’s that exceeded the QC Criteria.  This could be mostly corrected by calculating the results from an internal standard that was subject to the same effect.  By calculating the results from two internal standards (allowed in method), the initial calibration done prior to sample analysis could be used, and most of the continuing calibration verification (CCV) compounds would pass the QC criteria.

Before this project was started, EAS had an initial calibration that met the method requirements, which is our normal procedure.  However, due to matrix effects caused by our desire to get the lowest possible detection limits, some of the compounds drifted out of the calibration criteria.  It was decided to use a post calibration instead of the initial calibration (which poses no technical problem) in order to report results with the lowest uncertainty.   While some of the percent differences, %D, were outside the limits, the data need only be qualified with the appropriate uncertainty.  

